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Figure 2: Share of the decisions R (r) for Player As (B) in the Human treatments, across rounds
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3.1 Results from the Human treatment

As summarized in Hypothesis 1, the variations in payoffs between games should induce variations
in the decisions of both players, hence resulting in a variation in the actual strategic uncertainty
faced by Player As. Figure 2 provides an overview of individual behavior in the Human treatment.
Aggregate results suggest that both players react to the variations in their own payoff scheme.
Holding Player Bs’ payoffs constant, Player As are more likely to seek efficiency as their monetary
incentives to do so become more salient: the frequency of R increases from 49% in BG1 to 73% in
BG2 (p = .001), and from 45% in EG1 to 74% in EG2 (p = .005).9 Analogously, Player Bs become

9We test the difference in proportion of a given outcome between two experimental conditions by carrying out
a two-sided bootstrap proportion test that accounts for within-subject correlation – i.e. the fact that the same
individual takes 10 decisions. The procedure consists of bootstrapping subjects and their corresponding decisions
over all ten rounds instead of bootstrapping decisions as independent observations (see, e.g., Jacquemet, Joule,
Luchini, and Shogren, 2013, for a detailed description of the procedure). In Round 1, data are independent and
thus allow us to analyze behavior with a standard bootstrap proportion test. Frequencies in Round 1 are 23.3% in
BG1 and 50.0% in BG2 (p = .027), and 30.0% in EG1 and 50.0% in EG2 (p = .091).
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3.1 Results from the Human treatment

As summarized in Hypothesis 1, the variations in payoffs between games should induce variations
in the decisions of both players, hence resulting in a variation in the actual strategic uncertainty
faced by Player As. Figure 2 provides an overview of individual behavior in the Human treatment.
Aggregate results suggest that both players react to the variations in their own payoff scheme.
Holding Player Bs’ payoffs constant, Player As are more likely to seek efficiency as their monetary
incentives to do so become more salient: the frequency of R increases from 49% in BG1 to 73% in
BG2 (p = .001), and from 45% in EG1 to 74% in EG2 (p = .005).9 Analogously, Player Bs become

9We test the difference in proportion of a given outcome between two experimental conditions by carrying out
a two-sided bootstrap proportion test that accounts for within-subject correlation – i.e. the fact that the same
individual takes 10 decisions. The procedure consists of bootstrapping subjects and their corresponding decisions
over all ten rounds instead of bootstrapping decisions as independent observations (see, e.g., Jacquemet, Joule,
Luchini, and Shogren, 2013, for a detailed description of the procedure). In Round 1, data are independent and
thus allow us to analyze behavior with a standard bootstrap proportion test. Frequencies in Round 1 are 23.3% in
BG1 and 50.0% in BG2 (p = .027), and 30.0% in EG1 and 50.0% in EG2 (p = .091).
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Figure 2: Share of the decisions R (r) for Player As (B) in the Human treatments, across rounds
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3.1 Results from the Human treatment

As summarized in Hypothesis 1, the variations in payoffs between games should induce variations
in the decisions of both players, hence resulting in a variation in the actual strategic uncertainty
faced by Player As. Figure 2 provides an overview of individual behavior in the Human treatment.
Aggregate results suggest that both players react to the variations in their own payoff scheme.
Holding Player Bs’ payoffs constant, Player As are more likely to seek efficiency as their monetary
incentives to do so become more salient: the frequency of R increases from 49% in BG1 to 73% in
BG2 (p = .001), and from 45% in EG1 to 74% in EG2 (p = .005).9 Analogously, Player Bs become

9We test the difference in proportion of a given outcome between two experimental conditions by carrying out
a two-sided bootstrap proportion test that accounts for within-subject correlation – i.e. the fact that the same
individual takes 10 decisions. The procedure consists of bootstrapping subjects and their corresponding decisions
over all ten rounds instead of bootstrapping decisions as independent observations (see, e.g., Jacquemet, Joule,
Luchini, and Shogren, 2013, for a detailed description of the procedure). In Round 1, data are independent and
thus allow us to analyze behavior with a standard bootstrap proportion test. Frequencies in Round 1 are 23.3% in
BG1 and 50.0% in BG2 (p = .027), and 30.0% in EG1 and 50.0% in EG2 (p = .091).
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an average payoff of roughly 12.50 euros in Human treatments and 15 euros in Robot treatments
(including a 5 euros show-up fee, but not the post-experiment task fee). No subject participated
in more than one experimental session.

3 Results

Figure 1 provides descriptive statistics regarding the behavior of Player As in all our experimental
treatments. The share of Player As who chose R in each round is displayed separately for each
payoff matrix, and the two curves provide a comparison between the Human treatment and the
Robot treatment. Before moving to a detailed analysis of the treatment effects, three main ob-
servations can be made. First, our Human treatment replicates the results seen in the existing
literature: a high proportion of Player As decide to play L, even after several rounds of the game.
Second, between game comparisons of behavior in the Human treatments show this pattern is
barely influenced by the strategic context: while Player As react to changes in incentives they face
(BG2 vs BG1, and EG2 vs EG1), they appear rather insensitive to changes in incentives faced by
Player Bs (EG1 vs BG1, and EG2 vs BG2). Finally, while the share of decisions R in the Robot
treatment always weakly dominates the one in the Human treatment, the absence of strategic
uncertainty in this context does not remove all decisions L.

In the remainder of this section, the main question we seek to answer is whether and to what
extent strategic uncertainty drives the observed decisions to play L. In the Human treatment,
two factors explain the decisions of Player As: the behavior of Player Bs in the experiment and
how Player As adjust to this behavior. The variations in payoffs between games allows these two
factors to be measured separately. We then move to an analysis of the Robot treatments, in which
strategic uncertainty is removed by design.
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Figure 2: Share of the decisions R (r) for Player As (B) in the Human treatments, across rounds
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3.1 Results from the Human treatment

As summarized in Hypothesis 1, the variations in payoffs between games should induce variations
in the decisions of both players, hence resulting in a variation in the actual strategic uncertainty
faced by Player As. Figure 2 provides an overview of individual behavior in the Human treatment.
Aggregate results suggest that both players react to the variations in their own payoff scheme.
Holding Player Bs’ payoffs constant, Player As are more likely to seek efficiency as their monetary
incentives to do so become more salient: the frequency of R increases from 49% in BG1 to 73% in
BG2 (p = .001), and from 45% in EG1 to 74% in EG2 (p = .005).9 Analogously, Player Bs become

9We test the difference in proportion of a given outcome between two experimental conditions by carrying out
a two-sided bootstrap proportion test that accounts for within-subject correlation – i.e. the fact that the same
individual takes 10 decisions. The procedure consists of bootstrapping subjects and their corresponding decisions
over all ten rounds instead of bootstrapping decisions as independent observations (see, e.g., Jacquemet, Joule,
Luchini, and Shogren, 2013, for a detailed description of the procedure). In Round 1, data are independent and
thus allow us to analyze behavior with a standard bootstrap proportion test. Frequencies in Round 1 are 23.3% in
BG1 and 50.0% in BG2 (p = .027), and 30.0% in EG1 and 50.0% in EG2 (p = .091).
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an average payoff of roughly 12.50 euros in Human treatments and 15 euros in Robot treatments
(including a 5 euros show-up fee, but not the post-experiment task fee). No subject participated
in more than one experimental session.

3 Results

Figure 1 provides descriptive statistics regarding the behavior of Player As in all our experimental
treatments. The share of Player As who chose R in each round is displayed separately for each
payoff matrix, and the two curves provide a comparison between the Human treatment and the
Robot treatment. Before moving to a detailed analysis of the treatment effects, three main ob-
servations can be made. First, our Human treatment replicates the results seen in the existing
literature: a high proportion of Player As decide to play L, even after several rounds of the game.
Second, between game comparisons of behavior in the Human treatments show this pattern is
barely influenced by the strategic context: while Player As react to changes in incentives they face
(BG2 vs BG1, and EG2 vs EG1), they appear rather insensitive to changes in incentives faced by
Player Bs (EG1 vs BG1, and EG2 vs BG2). Finally, while the share of decisions R in the Robot
treatment always weakly dominates the one in the Human treatment, the absence of strategic
uncertainty in this context does not remove all decisions L.

In the remainder of this section, the main question we seek to answer is whether and to what
extent strategic uncertainty drives the observed decisions to play L. In the Human treatment,
two factors explain the decisions of Player As: the behavior of Player Bs in the experiment and
how Player As adjust to this behavior. The variations in payoffs between games allows these two
factors to be measured separately. We then move to an analysis of the Robot treatments, in which
strategic uncertainty is removed by design.
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Figure 5: Proportion of decisions R across rounds and treatments by ability group
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Kruskal-Wallis test with Bonferroni correction does not reject the null hypothesis that Raven’s
test scores in the four experimental conditions come from the same population (with p = .275).13

This result confirms that subjects are properly randomized regarding their cognitive abilities.
Table 3 reports the individual correlations between the score in Raven’s test and decisions in

the game, measured by the number of choices R (between 0 and 10) made throughout the 10
rounds of the game. We find a positive and significant correlation between these two variables in
the Robot treatments which suggests that subjects with a higher cognitive ability are more likely
to play R. However, this correlation disappears in Human treatments. To gain further insights
on the transition between the Robot and Human treatments, we categorize individuals in our
experimental sample according to their score on the Raven’s test. Player As are divided into three
groups, which correspond to the three tertiles of the overall score distribution, (i.e. considering all
Player As from all four experimental conditions, hence 140 subjects.) Subjects in the low ability
group have a Raven’s test score below 7, those with a Raven’s test score of 7 to 10 are in the
medium ability group and those with a score above 10 are in the high ability group.

Figure 5 presents the proportion of decisions R across rounds by cognitive ability group.14

The aggregate dynamics are very similar across cognitive ability groups, with an increase in the
frequency of decisions R in the first rounds and a stabilization afterwards. This result holds
regardless of whether decisions are taken with computers or humans acting as Player Bs. However,
interacting with computers instead of humans induces an initial upward shift in the ratio of R

that persists over time in the medium and the high ability groups, whereas no such shift occurs
in the low ability group. The mean increase in proportion of decisions R in Round 1 induced by

13The same test applied at the session-level (10 sessions) instead of the experimental-condition-level yields a
p-value of .694.

14The data from BG2 and EG1 are pooled to focus on the overall effect of removing strategic uncertainty and
guarantee sufficient sample sizes in each category.

14
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Figure 6: EDF of the total number of decision R by treatment and cognitive ability group
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playing with a computer rather than a human is 22.4% (p = .057) for the medium ability group
and 38.3% for the high ability group (p = .003). The mean difference between these proportions
is still present in Round 10, but to a lesser extent: 15.9% (p = .074) for the medium ability group
and 11.5% (p = .022) for the high ability group. In the low ability group, we find a small and
insignificant upward shift in the proportion of decisions R in Round 1 (12.6%, p = .203), while
the proportions of decisions R are almost equally likely in Round 10 (the difference being -5.5%,
p = .618) in Robot and Human treatments.

Figure 6 provides the EDFs of the number of decisions R made by each subject across ten rounds
for each cognitive ability group in Human and Robot treatments. Three results emerge. First,
the EDFs in the Humans treatment are not statistically different across cognitive ability groups.15

Second, this is not the case in the Robot treatment: the EDF for the low cognitive ability group is
first order stochastically dominated by the EDF for the medium and high cognitive ability groups
(p = .003 and p = .001, respectively). Finally, we observe no such relationship for the medium
and high ability groups: the EDFs are not significantly different (p = .318). The main reason for
these results is that the subjects in the low ability group do not respond to the absence of strategic
uncertainty in Robot treatments by increasing the frequency of decisions R (p = .415), whereas
subjects in the medium and high ability groups do so (the tests are based on comparisons between
treatments for each cognitive ability group, the p-values for both are p = .001.)

Such behavior is in line with Hypothesis 3, i.e. Player As with higher cognitive abilities are
more sensitive to the change in the degree of strategic uncertainty between Human and Robot

15To ensure a sufficient sample size in each ability group, we pooled the outcomes from both games in each treat-
ment. The tests are performed using two-sided bootstrap K-S tests. The p-values of the two-by-two comparisons
are: p = .288 for the low ability group vs. the medium ability group, p = .599 for the low vs. the high and p = .695

for the medium vs. the high.

15
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• Low vs Medium (p=0.288), Low vs High (p=0.599). Medium vs High (p=0.695). Two-sided bootstrap, KS
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Figure 1: PD with High Continuation Probability: cooperation and payo↵s per period in the
low and high IQ sessions The top panels report the averages computed over observations in successive
blocks of five supergames of all high and all low IQ sessions, aggregated separately. The black and grey lines
report the average cooperation for high and low IQ subjects in each block. The bottom panels reports the
average of cooperation and payo↵s in the first round (of a repeated game) that occurs in the two IQ sessions
separately. Bands represent 95% confidence intervals.
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Figure 2: PD with High Continuation Probability and combined Sessions: Cooperation and
payo↵s per period in the low and high IQ partitions The top panels report the averages computed
over observations in successive blocks of five supergames of all high and all low IQ sessions, aggregated
separately. The dashed lines represent the average cooperation in each block; the black and grey lines report
the average cooperation for high and low IQ subjects in each block. The bottom panels reports the average
of cooperation and payo↵s in the first round (of a repeated game) among the two groups. Bands represent
95% confidence intervals.
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Figure 1: PD with High Continuation Probability: cooperation and payo↵s per period in the
low and high IQ sessions The top panels report the averages computed over observations in successive
blocks of five supergames of all high and all low IQ sessions, aggregated separately. The black and grey lines
report the average cooperation for high and low IQ subjects in each block. The bottom panels reports the
average of cooperation and payo↵s in the first round (of a repeated game) that occurs in the two IQ sessions
separately. Bands represent 95% confidence intervals.
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Figure 2: PD with High Continuation Probability and combined Sessions: Cooperation and
payo↵s per period in the low and high IQ partitions The top panels report the averages computed
over observations in successive blocks of five supergames of all high and all low IQ sessions, aggregated
separately. The dashed lines represent the average cooperation in each block; the black and grey lines report
the average cooperation for high and low IQ subjects in each block. The bottom panels reports the average
of cooperation and payo↵s in the first round (of a repeated game) among the two groups. Bands represent
95% confidence intervals.
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Figure 1: PD with High Continuation Probability: cooperation and payo↵s per period in the
low and high IQ sessions The top panels report the averages computed over observations in successive
blocks of five supergames of all high and all low IQ sessions, aggregated separately. The black and grey lines
report the average cooperation for high and low IQ subjects in each block. The bottom panels reports the
average of cooperation and payo↵s in the first round (of a repeated game) that occurs in the two IQ sessions
separately. Bands represent 95% confidence intervals.
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Figure 2: PD with High Continuation Probability and combined Sessions: Cooperation and
payo↵s per period in the low and high IQ partitions The top panels report the averages computed
over observations in successive blocks of five supergames of all high and all low IQ sessions, aggregated
separately. The dashed lines represent the average cooperation in each block; the black and grey lines report
the average cooperation for high and low IQ subjects in each block. The bottom panels reports the average
of cooperation and payo↵s in the first round (of a repeated game) among the two groups. Bands represent
95% confidence intervals.
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distribution of Cognitive Sophistication, we observe the classic price dynamics of
bubbles and crashes.16

4.2 First round high sophistication

Under the High Sophistication treatment we ran a total of nine sessions where all
subjects were chosen from the upper 30% of the distribution of Si. In six of these
sessions subjects were told that everyone in the session had ‘‘scored above average’’
in the cognitive tasks. The results for these six High Sophistication sessions are
striking by how markedly they differ from the standard results of bubbles and
crashes. In all six sessions, asset prices track the fundamental value (almost)
perfectly, as shown in the diagram on the right of Fig. 1 with the labels Sessions 1 to
6. While in both treatments, Low and High, prices start below the fundamental value
(as one would expect if subjects are risk averse and begin the experiment by testing
the market), in the High Sophistication treatment prices reach the fundamental value
sooner and hover close to it for the remaining periods. Because we were in doubt
whether the disappearance of the bubbles was due to the high cognitive scores of the
experimental subjects or to their shared knowledge of it, we ran three additional
sessions. These sessions were populated by High Sophistication subjects who were
not told that they had been selected because of their high scores (dashed lines in
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Fig. 1 Asset price dynamics in the first rounds of the two treatments: Six sessions in the Low
Sophistication treatment (on the left) and nine sessions in the High Sophistication treatment (on the right).
The thick diagonal line corresponds to the asset fundamental value. Dashed lines represent sessions
without common knowledge of high sophistication

16 These results are in contrast with Hanaki et al. (2015) and may be, among other reasons, due to their
announcement to subjects that the market was populated only by low cognitive ability subjects, or to their
separation of subjects into high and low ability within the session and not previously.
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